QUESTION:

Regarding part 4 on the homework, i.e., testing whether the median is zero. Would it be appropriate to use a Wilcoxon test here?  A Wilcoxon test is essentially testing whether the distribution is symmetric (in our case, symmetric about zero) which seems to be the definition of a median. You also mention in your notes that doing inference about the geometric mean is equivalent to inference about the median, if the log-transformed data is symmetric.  This idea seems related to the Wilcoxon test...thanks so much

ANSWER:

Disclaimers:

1) I have probably had too much caffeine this morning.

2) This question pertains to a problem that the Biost 517 students have to answer as well, but my answer will be just a little more technical than I will get into with them right now.

3) I believe this was one of the topics that in the Introduction seminar David suggested could be the worst to have to listen to me discuss.

In any case:

In Lecture 1, slide 9:

"If you have had prior courses, unlearn...

-- Wilcoxon as a test of medians."

The Wilcoxon is not a test of a symmetric distribution. Nor is the median tied into whether a distribution is symmetric. (When a distribution is symmetric the mean--if it exists-- is equal to the median.)

The Wilcoxon is not a test of medians. On your next homework you will be asked to prove this. (And you would have had to anyway, even without asking me this question. This is also the problem where you will find the variance of binary observations, even when they are dependent.)

The Wilcoxon is a nonparametric test of the probability that a randomly chosen individual from one group has a measurement larger than a randomly chosen individual from another group. The null hypothesis is that that probability is 0.5.

The Wilcoxon test is a level alpha test of the strong null hypothesis of exact equality of the two distributions. It is unfortunately an inconsistent test of that hypothesis. ("Consistent test" = when the null hypothesis is false and you have an infinite sample size, the probability of rejecting the null hypothesis goes to 1.)

The Wilcoxon can be either a conservative or anti-conservative test of the weak null hypothesis that Pr(Y > X) = 0.5. (So the level is not necessarily alpha in a nonparametric or distribution-free sense.)

Under a location shift semiparametric model, the Wilcoxon can be viewed as a test of the mean, the median, any other quantile, or indeed any functional.

The Wilcoxon test is intransitive: We can devise distributions in which Group A > Group B > Group C > Group A.

(Furthermore, the Wilcoxon is a two sample test, and Problem 4 is about one sample.)

So how do we address the median in problem 4?:

Well, if you assume a parametric distribution, and that distribution is

Normal ==> just use the sample mean

Lognormal ==> just use the sample geometric mean Bernoulli ==> just test whether p is greater than or less than 0.5 Exponential ==> just test the sample mean * log(2)

(So none of those are necessarily distribution-free and not in keeping with the way question 4 was worded.)

If you assume a semiparametric distribution that is symmetric, you can use the sample mean (providing the distribution has a mean-- the Cauchy is symmetric).

(But if your semiparametric assumption is false, this is also bad.)

So you could use your nonparametric estimator of a median: the sample median.

Then, because Stata kindly gives you a CI (this is just based on the binomial

distribution: What percentage of observations are typically above or below the true median), you should also be able to get a P value from Stata by changing the confidence level.

The duality of CI and testing says that if your null hypothesis is not in your CI, then you can reject the null hypothesis.

The p value is the smallest value of alpha that would allow rejection of your null hypothesis.

Now using R, you could reproduce what Stata does, or get a p value directly by considering the binomial probability of getting k out of n observations above (or below) the median.

I do talk more about this and other methods for inference about quantiles in the two sample problem.
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